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1.  Background 

 

From time to time, people may hear music anywhere like retail shops and restaurants. While 

they are exposed to the music, they may only remember parts of the rhythm, pitch, or lyrics 

for that music. As a result, it is hard for those people to find the name of it or know all the 

details of it. It could be annoying to them if they want to replay the music or use the music in 

other occasions. 

 

Due to the advancement of machine learning in the past decades, audio signal processing 

has been possible [1]. This enables many practical applications including speech recognition, 

environmental sound detection and music information retrieval. Nowadays, many 

applications on the market have applied different machine learning techniques to do the 

music recognition. For example, Shazam identifies music by creating a digital fingerprint of 

the audio to match against its database [2] [3], and Google applies deep neural network that 

trained with pairs of input (e.g., sung audio with recorded audio) in the machine learning 

setup to help search the music [4] [5]. Although many of these applications are workable, 

only a few of them try to merge the traditional searching methods (e.g., search by lyrics, 

country) with the audio recognition methods mentioned above. Therefore, this project will 

explore these methods and suggest a solution to perform music recognition that take audio 

and traditional searching parameters (e.g., lyrics, country) as input. It is expected that the 

result of this project can help public and content creators to find their desired music and get 

the music information for different usages (e.g., detection for copyrighted music pieces). 

 

1.1.  Audio recognition using deep learning techniques 

 

According to recent researches on machine learning related to audio and music recognition, 

there are many deep learning techniques being commonly used. Some of these techniques 

are listed below. 

 

•  Convolutional neural network (CNN) is widely applied in image recognition and 

classification due to its architecture. It can also be used in audio recognition. For example, 

the one-dimensional audio samples can be converted into two-dimensional data like 

images. The two-dimensional data, containing matrix of Mel-Frequency Cepstral 

Coefficients (MFCCs) that are extracted from the audio samples and the number of 

windows used in the extraction, is then used to train the model [1]. In Luhach et al.’s 

research [6], the one-dimensional audio sample, converted in 39 x 39 two-dimensional 

array, is framed with window size of 25ms with an overlap of 15ms. Then the modified 
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dataset was used to train the CNN model give three different convolution layer 

architectures. In this project, CNN will be used for recognizing the audio input. 

 

• Recurrent neural networks (RNNs) are used as acoustic and linguistic models. Since RNN is 

inherently deep in time (because of its hidden state is a function of all previous hidden 

states), it is considered to be a possible alternative [1] [7]. 

 

•  Long short-term memory (LSTM) is used to extend the RNN for alleviating the 

vanishing/exploding gradients problem during training. It makes use of a gating 

mechanism and memory cells to reduce the flow of information in the network [1] [7]. 

 

1.2. Motivation and aims of the project 

 

The motivation and goal this project is to predict the music based on the information 

fragments of the music. The fragments include audio clip, lyrics, genres, and artist. Quite a 

number of applications for music recognition on the market rely on audio processing and 

distract from the traditional searching methods like searching with lyrics and genres. 

Sometimes people may not be able to find the targeted music because of the low-quality 

audio input (e.g., off-key, mispronounced words). It is possible that they can dig out the 

target music in the database after spending a lot of time searching through the music with 

the same genre. Thus, this project should explore on methods including audio processing 

with machine learning and traditional searching, and suggest a solution that merge these 

methods to predict the targeted music. The solution may improve the stability in music 

recognition and may be more convenient to the user. 

 

 

 

 

2.  Objective and Scope 

 

The scope of this project is to construct the music predictor. It mainly focuses on the 

recognition and prediction of the music. It will not cover the generation of the entire music 

library nor the creation of music dataset for training the audio recognition model. 

. 

To construct the music predictor, there are 3 main objectives to follow and achieve. They are 

speech and melody recognition, music classification, and music prediction. 
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1. Speech and Melody Recognition 

1.1. To recognize music pieces according to the audio input 

1.2. To provide a list of candidates based on the percentage of similarity in 

recognition 

 

2. Music Classification 

2.1. To classify the music pieces by criteria including genre and artist 

 

3. Music Prediction 

 3.1. To provide a list of predicted music pieces according to the user input  

 Including audio, lyrics, genre, and artist. 

 3.2. To explore the possibility of generating music piece based on the audio input 

       (when no possible prediction provided) 

 

 

 

 

3.  Methodology 

 

To construct the music predictor, the works are identified and have to be done in order. They 

are grouped into 3 phases. The first phase (Section 3.1) should focus on building model for 

recognizing speech and melody. The second phase (Section 3.2) should focus on classifying 

the music pieces by different criteria. In particular, a method should be provided to classify 

the unprocessed music pieces based on the corresponding genres. The third phase (Section 

3.3) should focus on building a model for predicting the music piece given the information 

fragments of the music. It should make use of the model from the first phase, the classified 

music datasets, and the lyrics of the music pieces (if available). Testing, analysis and 

optimization should be performed for all three phases. Noted that this is the preliminary 

plan of the project. The exact methodology might be subject to change during testing. 

 

3.1. Speech and Melody Recognition 

 

To build a model for recognizing speech and melody, music dataset and deep learning 

method are required. Since the creation of dataset is hard and time consuming, the model 

will be trained on available datasets online. The Million Song Dataset (MSD) [8] consists of 

feature analysis and metadata for a million songs. Each track in the database contains 

information including the title, artist, release year, etc. Although the dataset does not include 
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any audio, the sample audio can be fetched from external services like 7digital [9]. Regarding 

the deep learning method, CNN will be used. The researches in [3] [6] will be used as 

baselines to build the models. The optimal architecture will be selected. 

 

3.2. Music Classification 

 

The music pieces will be classified by different criteria, including genre and artist. The artist 

of the music pieces should be provided in the dataset or recorded manually. For classifying 

the genre, CNN will be applied, and the model introduced from [10] will be explored using 

MSD instead of GTZAN dataset [11]. The researches in [12] will also be referenced, which 

apply similar approach of transforming audio signals to two-dimensional data with MFCC 

feature extraction technique for training the music genre classification model using CNN. 

Noted that not all music pieces in MSD have their genres identified. The model will be used 

to classify the genres of those music pieces and the performance of the model will be 

analyzed. Support Vector Machine (SVM), which is a supervised machine learning model, will 

be considered if the performance of CNN is unsatisfactory, as some researches [10] [13] have 

analyzed and show that SVM can achieve an acceptable accuracy. For instance, Changsheng 

Xu et al. [14] used a multi-layer classifier based on SVM and achieved an accuracy of 93.14%. 

Kyaw and Renu [15] used multi-layer SVM and achieved an accuracy of 93%. This suggest 

SVM could be a possible alternative. 

 

3.3. Music Prediction 

 

The music predictor will be build based on the work done in Section 3.1 and 3.2. It will use 

the model for speech and melody recognition, the classified music datasets, and the lyrics of 

the music pieces to make the prediction. The predictor should first take the input from user. 

The model in Section 3.1 will process the audio input and provide the first list of candidates 

based on the percentage of similarity in recognition. The second list of candidates will be 

provided based on the genre and artist information. It will rely on searching in the classified 

music datasets. The third list of candidates will be provided based on the input lyrics. It will 

apply partial lyrics search on the lyrics database. Elasticsearch [16], which is capable of 

finding relevant documents even the lyrics do not exactly match the data in the lyrics 

database, will be considered to be the search engine. These three lists will be weighted to 

give a final list of prediction. The weighting method adopted will undergo testing and 

optimization. 
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4.  Schedule and Milestones 

Date Milestone Estimated 

number of 

learning 

hours 

Sep 2023 Research and Preparation of Detailed Project Plan 

• Research on current applications for music 

  recognition 

• Research on current approach in audio recognition and 

music genre classification 

• Research on other relevant information for writing the 

detailed project plan 

 

Update on Project Webpage 

• Detailed Project Plan upload 

• UI design 

 

25 + 5 

1 Oct 2023 Deliverables of Phase 1 

• Detailed project plan 

• Project web page 

 

N/A 

Oct-Dec 2023 Speech and Melody Recognition 

• Retrieving music dataset for recognition 

• Exploration on data type conversion 

• Exploration on architectures using CNN 

• Model building 

• Analysis and optimization 

 

Music genre classification 

• Exploration on data type conversion 

• Exploration on architectures using CNN 

• Model building 

 

70 + 35 

Nov-Jan 2024 Preparation of First Presentation and Interim 

Report 

• Interim report writeup 

• Preparation of ppt and relevant aids 

25 + 15 
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8-12 Jan 2024 First presentation 

 

N/A 

21 Jan 2024 Deliverables of Phase 2 

• Preliminary implementation 

• Detailed interim report 

 

N/A 

Jan-Mar 2024 Music genre classification (Cont.) 

• Model building 

• Analysis and optimization 

 

Music Prediction 

• Integration of the models and search engine 

• explore the possibility of generating music piece based 

on the audio input 

• Testing, analysis and optimization 

• Application polishing 

 

25 + 70 

Mar-Apr 2024 Preparation of Final Presentation and Final Report 

• Final report writeup 

• Preparation of ppt and relevant aids 

 

35 + 20 

15-19 Apr 

2024 

Final presentation N/A 

23 Apr 2024 Deliverables of Phase 3 

• Finalized tested implementation 

• Final report 

 

N/A 

26 Apr 2024 Project exhibition 

 

N/A 
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