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Abstract

3D reconstruction from images is an important and challenging problem in computer vision. In this project, we proposed a two-stage framework to reconstruct 3D models of objects from sparse view images. We trained a multi-view diffusion model to predict the multi-view color and depth images of the object and then used an SDF-based model to reconstruct the 3D shape of the object. We also explore the possibility of using Gaussian Splatting [7] as the reconstruction module. We evaluated our diffusion model on the Google Scanned Object dataset [3] and the results show that our diffusion model can achieve competitive performance. Though our reconstruction module is not as good as the State-of-the-Art methods, we still propose in the future to improve the reconstruction module and the training process to achieve better results.
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1 Introduction

1.1 Background

Humans can effortlessly interpret the 3D structure of an object from a mere collection of 2D images. This marvelous ability rooted in our cognitive faculties results from imagination and strong prior knowledge from our visual experiences. However, enabling machines to perform 3D reconstructions just like humans remains an open challenge, while there are many substantial applications across medicine, games, augmented reality and more.

1.2 Motivation

In 3D reconstruction, classic multi-view stereo (MVS) [25, 26] methods can reconstruct 3D models from multiple images taken from known viewpoints. However, they struggle with textureless surfaces, lighting variations, and thin structures. MVS also requires many input views captured in a controlled setting.

Lately, numerous methods have adopted neural radiance field (NeRF) to model 3D scenes, demonstrating strong reconstruction performance and high fidelity results [16, 28, 17, 10]. They use implicit neural representations, directly leveraging the learnable neural networks, despite traditional voxel, mesh or point cloud methods. However, they normally require considerable input images with known poses and may produce blurry output when facing unseen areas.

More recently, 3D Gaussian Splatting achieves real-time rendering of a trained 3D scene using 3D Gaussians as an explicit representation [7]. It still adopts the learning techniques as in NeRF [16], allowing faster backpropagation and reconstruction of a 3D scene, though it still needs enough images with pose inputs.

On the track of image generation, denoising diffusion probabilistic models (DDPM) [6, 21] have shown remarkable performances. Techniques based on DDPM [6] primarily learn a noise predictor from the forward process, which continuously adds noise to natural images. This learned noise predictor is then used in the reverse process to generate images from the Gaussian noise, through a series of diffusion steps.

Thus, this project hypothesizes that the confluence of NeRF [16], 3D Gaussians Splatting [7] and diffusion models may represent a new paradigm in 3D reconstructions, es-
especially under the sparse-views condition. Furthermore, reconstructing 3D models from merely a few images taken from your phone may have vast applications in various domains like gaming and augmented reality.

1.3 Project objectives

The key objectives of this project are to develop a framework for 3D reconstruction with sparse input images, which should be capable of:

- **Single-view 3D reconstruction**: This framework should be capable of reconstructing 3D models from single image inputs and synthesizing consistent hidden views using the prior knowledge from diffusion models.

- **Incremental multi-view enhancement**: This framework should be capable of refining the quality of 3D models generated from single-view inputs. Enhancements may include correcting the textures and geometry of the model with additional inputs.

- **Flexible input handling**: This framework should be capable of directly handling inputs from the open world without needing categorical priors, masks, or predefined poses. This flexibility will make the framework more adaptable to real-world, uncontrolled scenarios.

- **Evaluation and analysis**: Evaluate the reconstruction quality compared to SOTA methods in closed-world benchmarks quantitively and qualitatively for open-world inputs. Analyze tradeoffs between single vs multi-view reconstruction in terms of quality, reconstruction time, and other available metrics.

1.4 Outline of the report

The remaining parts of this report proceed as follows. Section 2 analyzes the current research state and identifies literature review gaps. Section 3 offers a discussion on methodology and describes the framework’s construction. Section 4 presents the work that has been accomplished, what remains to be done, plans for the future, and problems encountered. We round off with a conclusion restating objectives and progress.
2 Literature Review

The literature review summarizes related current research. We will first go through the basics of diffusion models, neural radiance field [16] and 3D Gaussians Splatting [7]. Afterwards, we’ll look into some view-conditioned diffusion models that are able to generate images from novel viewpoints leveraging the prior knowledge of large pre-trained 2D diffusion models. Finally, we’ll see how diffusion models reforms the 3D generation and reconstruction tasks.

2.1 Diffusion Models

2.1.1 Denoising Diffusion Probabilistic Model

The denoising diffusion probabilistic model (DDPM) [6] marks a new paradigm for image generation. The original DDPM [6] models a Markov chain as shown in the figure below.

![Figure 1: The Markov chain of DDPM [6]](image)

Given $x_0$ representing the observed distribution of an arbitrary natural image and $x_T$ representing the pure Gaussian noise, DDPM [6] learns a noise predictor from the forward process $q(x_t|x_{t-1})$ of adding noise from $x_0$ to $x_T$. Since we are modeling a Markovian process, the forward process can be modeled as:

$$q(x_{1:T}|x_0) = \prod_{t=1}^{T} q(x_t|x_{t-1}) \tag{1}$$

Also, DDPM [6] assumes all latent variables in the encoder are a Gaussian distribution centered around the previous one and sets the mean and variance of the Gaussian encoder as follows, with $\alpha_t$ as a coefficient that may vary.

$$q(x_t|x_{t-1}) = \mathcal{N}(x_t; \sqrt{\alpha_t}x_{t-1}, (1 - \alpha_t)I) \tag{2}$$
With $\alpha_t$ evolving over steps $t$ and $p(x_T)$ being a standard Gaussian distribution, i.e. $p(x_T) = \mathcal{N}(x_T; 0, I)$:

$$p(x_{0:T}) = p(x_T) \prod_{t=1}^{T} p_\theta(x_{t-1}|x_t)$$  \hspace{1cm} (3)$$

DDPM [6] then defines its trainable noise predictor by minimizing the KL divergence. $\epsilon$ is a random variable sampled from standard Gaussian. The final loss function used to train the noise predictor evolves to:

$$L_\theta = \mathbb{E}_{t, \xi, \epsilon} \left[ \left\| \epsilon - \epsilon_\theta \left( \sqrt{\alpha_t} x_0 + \sqrt{1 - \alpha_t} \epsilon, t \right) \right\|^2 \right]$$  \hspace{1cm} (4)$$

### 2.1.2 Latent Diffusion Models

Due to the sequential and repeated nature of the DDPM [6], training and inference of the model should be performed step by step. Meanwhile, the DDPM [6] directly operates on the pixel space, it requires a large amount of memory during training and generating high resolution images. To resolve the above issues, the latent diffusion model [21] is trained to generate the latent representations of images, which applies the denoising process in the latent space. It utilizes a variational autoencoder (VAE) to encode the image into latent space during training while decoding the latent representations into images during inference process.

**Figure 2: Architecture of latent diffusion model [21]**

In the latent space, a U-Net [22] structure is used to predict the noise. This U-Net consists an encoder and a decoder. While the encoder downsamples the image’s latent representation, the decoder upsamples it back to the original size with less noise, making this U-Net output predicting the noise residual which is used to denoise the image’s latent
representation. Moreover, this model is also capable of conditioning on the additional input, such as text, image or semantic map via a cross-attention layer.

The cross-attention layer works with a pre-trained embedding model. Taking Stable Diffusion [21] as an example. It utilizes CLIP [19] to encode text prompt into a text embedding vector that could be fed into the cross attention layer. This makes it possible for the image generation processes to focus on the input text prompts.

![Figure 3: Cross Attention Mechanism](image)

### 2.2 Neural Radiance Field

In the vanilla NeRF [16], a scene could be represented using a function taken in coordinate \( x = (x, y, z) \) in the 3D space, along with a viewpoint \( d = (\theta, \phi) \) to reconstruct colors \( c = (r, g, b) \) and densities \( \sigma \) along the ray.

![Figure 4: Neural Radiance Field [16] scene representation](image)

The vanilla design of NeRF [16] uses sets of MLPs to model the radiance and density functions with trainable parameters. These MLPs are then trained using multi-view images of a scene to learn the implicit neural representation. Afterward, the novel view can be synthesized by querying these MLPs and rendering using volume renderings. Given
the camera ray \( r(t) = o + t\mathbf{d} \), the color in the bounds \( t_n \) to \( t_f \) can be derived as [16]:

\[
C(r) = \int_{t_n}^{t_f} T(t)\sigma(r(t))c(r(t), \mathbf{d})dt
\]

In addition, the author found that directly operating on coordinate \( x = (x, y, z) \) and viewpoint \( \mathbf{d} = (\theta, \phi) \) results in underfitting problem, that the network cannot perform well when there’s high variation of color and geometry in the scene. Therefore, it uses a positional encoding to embed the 5D vector into a higher dimensional space utilizing the sine and cosine functions, which is similar to that in the Transformer [27] architecture. Meanwhile, it introduces the volume rendering method with hierarchical volume sampling to avoid useless repeated sampling.

However, under our scenario of 3D reconstruction with sparse input images, the original design of NeRF [16] often produces blurry outputs, since itself does not have the ability to make prediction on the unseen areas. Meanwhile, due to its implicit representation design, it’s slow to train and render. These downsides have been emphasized in future works. Instant-NGP [17] used a multi-resolution hash encoding, prominently improves the speed in training and rendering. NeuS [28] and Neuralangelo [10] used implicit signed distance function and novel volume rendering method to reconstruct smooth surface. Mip-NeRF 360 [1] focuses on resolve the blurry boundary issue by using online distillation and distortion-based regularizers.

### 2.3 3D Gaussians Splatting

3D Gaussians Splatting [7] is a more recent study adopting the key idea of training in NeRF [16] while using a relatively explicit 3D scene representation. It outperforms most NeRF-based method in terms of quality (SSIM, PNSR) and efficiency (FPS, Training Time).
3D Gaussians Splatting [7] uses anisotropic 3D Gaussians as an explicit representation of a 3D scene. Each Gaussian can carry the feature vector like opacity and spherical harmonics to fit the directional appearance of the radiance field and itself carries position information naturally by centering itself at a specific position. Then, by projecting relevant Gaussians onto a 2D plane using a differentiable tile rasterizer, it can render the image from a specific camera viewpoint. Compared to Point-NeRF [29], which also stores features in points but using volume rendering and linear interpolation, this process effectively leverages the explicit representation of the point cloud, the scene could be rendered way more faster than some NeRF-based methods which need to make inference through multiple MLPs.

Another major contribution of the 3D Gaussian Splatting is its adaptive density control method. The control method basically checks on the gradient applies to each Gaussian. When the gradient is too large, proving that one Gaussian may not be enough to represent the scene at its position, then this Gaussian will be cloned or split as in the following diagram. Similarly, after some iterations, remove the Gaussians that have opacity below the threshold, which means these Gaussians have nearly no impact on the rendering.
However, same as NeRF [16] methods, 3D Gaussian splatting still requires a large amount of images input, with camera poses. It will produce blurry outputs for unseen areas as well due to lack of prediction ability. Meanwhile, we found that 3D Gaussians Splatting cannot produce a sharp output when there’s a large variance in shape and color, or in the boundary position.

2.4 View-conditioned diffusion models

The pioneer work Zero-1-to-3 [12] make use of the large pre-trained 2D diffusion models, Stable Diffusion [21], to learn a control mechanism that could manipulate camera viewpoint during the image generation process, enabling the zero-shot ability.
It uses the Objaverse [2] dataset, which contains a large amount of 3D objects, processing it into viewpoint and image pairs to finetune the Stable Diffusion [21] model. However, since it’s generating only one image at a time, even using the same view prompt, due to the probabilistic nature of the diffusion model, this may lead to inconsistency problems. One is the multi-face problem that the diffusion model repeatedly generates content that might be invisible in some angle, and the other is the content drift problem that some content in the image might be loss or gradually become other things.

To resolve the above mentioned issue and keep the consistency cross views, SyncDreamer [13] and MVDream [24] both propose to generate multiple views at the same time. While SyncDreamer [13] finetunes from Zero-1-to-3 [12] and aims to model a joint distribution across different views, using a synced noise predictor for views from different angles. MVDream [24] finetunes from pre-trained 2D diffusion models and uses a 3D attention mechanism across the views to maintain consistency. Future work Wonder3D
[14] also utilizes this 3D self-attention mechanism to ensure multi-view consistency, as well as generating paired normal images for 3D reconstruction using SDF method.

2.5 Diffusion Guided 3D Generation and Reconstruction

DreamFusion [18], as a pioneer work, introduces the score distillation sampling technique that allows the 3D reconstruction process to be guided by the pre-trained diffusion models, as its pipeline shown in the following figure.

![Figure 11: Pipeline of DreamFusion [18]](image)

DreamFusion [18] firstly initialize the NeRF [16] model with parameters \( \theta \). Then, given a specific camera viewpoint, it uses the NeRF [16] model to render the 2D image and adds noise to this rendered image. Afterwards, using the text prompt describing the viewpoint and the object that should be generated and the noised rendered image as the input to the pre-trained diffusion model. The diffusion model should be able predict the noise we just added to the rendered image. The difference between this prediction and the noise we add will be backpropagate onto the weights of the NeRF [16] model. Under this setting, DreamFusion proposes the following SDS loss, which is derived from the loss of the diffusion model and let the gradient to flow outside:

\[
\nabla_{\theta} L_{SDS}(\phi, x = g(\theta)) = \mathbb{E}_{t, \epsilon} \left[ w(t)(\hat{\epsilon}(z_t; y, t) - \epsilon) \frac{\partial x}{\partial \theta} \right]
\]

(6)

However, the drawbacks of this method is obvious. Firstly, the vanilla DreamFusion directly uses a text-to-image diffusion model, Imagen [23], to serve as the guidance. As the training procedure of these kind of models did not focus on the view angle information, directly using text prompts to control the angle may be hard. Though this can be
resolved by using fine-tuned view-conditioned diffusion model like Zero-1-to-3 [12], its need of per instance optimization still leads to inefficiency. Problem of inaccurate colors and textures also happens from time to time.

**Figure 12: Pipeline of One-2-3-45 [11]**

Under this scenario, One-2-3-45 [11] directly utilizes the Zero-1-to-3 [12] to generate novel views from multiple angles and reconstruct them using the SDF-based method NeuS [28]. Though it could generate the mesh in one forward pass, it still suffers from the inconsistency problem from Zero-1-to-3. Also, it needs to retrain the 3D datasets for the latter part of depth prediction using the SDF method, which may affect the generalization ability.

**Figure 13: Pipeline of Wonder3D [14]**

Wonder3D [14], a more recent work, directly fine-tunes the diffusion model to be able to output the paired normal images. In that case, there’s no need to estimate depth information from the colored image, and this output could be directly fed into the SDF-based reconstruction method, achieving a smooth surface while maintaining the efficiency by reconstruction in one forward pass as well.
3 Methodology

The project will be divided into two parts, a multi-view diffusion models that generate paired color and depth images of the object from multiple sides, and a reconstruction model (signed-distance function (SDF) based and Gaussian splatting based) that takes the generated images and reconstructs the 3D object. The detailed methodology for each part is described below.

3.1 Multi-view color-depth diffusion models

In developing the multi-view color-depth diffusion models, we build upon the structure of the Stable Diffusion model [21]. Our approach involves modifying the original U-Net architecture and incorporating embeddings for camera positions and the color/depth task.

3.1.1 Modifications on the original U-Net

Figure 14: Basic decomposition of blocks inside the U-Net of Stable Diffusion [21]
Figure 14 illustrates the basic decomposition of blocks within the U-Net of Stable Diffusion [21], with a primary focus on the attention blocks. As our objective is to generate multiple images from designated perspectives of the object, it is necessary to maintain consistency among these images. To achieve this, we adapt the self-attention block into a multi-view attention block, as described in MVDream [24] to build up the global dependency for each view.

![Figure 15: Build multi-view attention by leveraging the batch dimension](image)

We realize this adaptation by leveraging the existing batch dimension to manage multiple views as in figure 15. Since we want to build a six-view diffusion model, we directly repeat the input view six times to serve as the input to the model, then we could again copy the information from the other views to the current view when calculating the key and value in attentions. This way, the model can learn the global dependency among all views. Meanwhile, this modification won’t affect the original U-Net structure, allowing us to better leverage the pre-trained weights from the Stable Diffusion model.

Afterwards, since we’ll also need to generate depth images and each depth image should be paired with the corresponding color image. Thus, we add another cross-attention block right after our multi-view attention block to build the dependency between the generated color and depth images. However, unlike the cross-domain attention introduced in Wonder3D [14], we only enable this kind of attention in the bottleneck block (CrossAttentionMidBlock) of the U-Net and the last CrossAttentionUpBlock for efficiency. Also, there’s no need for depth images to occupy three channels as the color images or normal images, we implement a strategy that only uses one channel for depth images and broadcast results to other channels when needed. This way, we can largely reduce the VRAM usage during training and inference.
3.1.2 Embeddings for camera positions and tasks

In Zero-1-to-3 [12], MVDream [24], and SyncDreamer [13], besides the standard embeddings for the camera (RT matrix), an embedding for the elevation angle is also included. This angle is defined as the angle between the camera and the object plane. Zero-1-to-3 [12] incorporates this elevation angle to better control the camera position, whereas MVDream [24] uses it primarily because they preprocess the data with a random elevation angle. However, requiring users to estimate the elevation angle during inference is impractical and can lead to suboptimal results due to inaccurate estimations. Therefore, we have decided to omit the elevation angle embedding by predefining fixed camera positions and rotating the entire camera plane rather than merely elevating the camera. This approach maintains the robustness of the model.

For embeddings of the camera, we use a two-layer MLP followed by a sin-cos embedding just like the position encoding in Transformer [27]. The input to the MLP is the camera position matrix in the world coordinate system, and the output is directly concatenated with the timestep embedding.

Since we also need to control the model to generate color or depth images, unlike Wonder3D [14] which concatenates the task embedding, which is a one-hot vector, with the input camera position matrix, we directly append the task embedding to the timestep embedding, which we found that it’s easier for the model to learn the task information.

3.1.3 Diffusion losses and EMA

In the original Stable Diffusion [21], and a lot of other latent diffusion models, the loss function is derived as the MSE loss between noise added to the latent and the noise predicted by the U-Net. However, there are many complaints about the convergence speed. To address this issue, we followed the SNR loss described in [5] and applied the exponential moving average (EMA) to the U-Net.

3.2 SDF-based reconstruction model

NeuS [28] introduces the idea of using a signed-distance function (SDF) to represent the surface of a 3D object. The SDF is a function that returns the shortest distance from a point to the surface of the object. This method could be integrated well with our generated
depth images. However, due to our usage of orthogonal cameras and rotation of the camera plane, modifications are still needed in the process of rays generation. Meanwhile, we also incorporated the hash grid encoding in InstantNGP [17] and numerical gradient in NeuralAngelo [10] for better efficiency and surface. Details are described below.

### 3.2.1 Normal map calculation

Our diffusion model can only produce estimated color and depth images. While most NeRF-based reconstruction methods are designed for images taken in the real world, they may not handle the errors in the generated images well. In that case, we adapt the Geo-Aware loss from Wonder3D [14], which is built upon normal maps. Thus, we calculate the normal maps from the depth images in the camera view by directly calculating the gradients of the depth images. However, since the depth images are generated and clipped, noises hugely affect the calculated normal map. To address this issue, we apply a Gaussian filter directly to the unclipped depth tensor and then calculate the gradients. This way, we can largely reduce the noises in the normal map.

```python
def depth2normal(depth_map: np.ndarray):
    rows, cols = depth_map.shape
    depth_map = gaussian_filter(depth_map.astype(float), sigma=1.0)

    x, y = np.meshgrid(np.arange(cols), np.arange(rows))
    x = x.astype(np.float32)
    y = y.astype(np.float32)

    # Level and strength
    dz = 2.0

    # Calculate the partial derivatives of depth with respect to x and y
    dx, dy = np.gradient(depth_map)
    dx *= dz
    dy *= dz

    # Compute the normal vector for each pixel
    normal = np.dstack((dy, -dx, np.ones((rows, cols))))
    norm = np.sqrt(np.sum(normal**2, axis=2, keepdims=True))
    normal = np.divide(normal, norm, out=np.zeros_like(normal), where=norm != 0)

    # Map the normal vectors to the [0, 255] range and convert to uint8
    normal = (normal + 1) * 127.5
    normal = normal.clip(0, 255).astype(np.uint8)

    return normal
```

Figure 16: Code for normal map calculation
3.2.2 Orthogonal rays generation

In the original NeRF [16], the rays are generated by the camera position and the pixel position on the image plane. However, in our case, we need to generate rays that are orthogonal to the camera plane. To achieve this, we first generate rays in the camera coordinate system and make sure they are all parallel to the camera plane. Then, we convert them into the world coordinate system which aligns the design in NeRF [16]. Through this process, all the rays will be directly pointing to the object.

```python
def get_ortho_ray_directions_origins(W, H, use_pixel_centers=True):
    pixel_center = 0.5 if use_pixel_centers else 0
    i, j = np.meshgrid(
        np.arange(W, dtype=np.float32) + pixel_center,
        np.arange(H, dtype=np.float32) + pixel_center,
        indexing="xy",
    )
    i, j = torch.from_numpy(i), torch.from_numpy(j)

    origins = torch.stack(
        [(i / W - 0.5) * 2, (j / H - 0.5) * 2, torch.zeros_like(i)], dim=-1
    )  # W, H, 3
    directions = torch.stack(
        [torch.zeros_like(i), torch.zeros_like(j), torch.ones_like(i)],
        dim=1
    )  # W, H, 3

    return origins, directions
```

Figure 17: Code for orthogonal rays generation

3.2.3 Reconstruction losses

Our reconstruction loss function is defined by the equation:

\[
L = \lambda_1 L_{\text{MSE-Depth}} + \lambda_2 L_{\text{MSE-RGB}} + \lambda_3 L_{\text{Mask}} + \lambda_4 R_{\text{Reikonal}} + \lambda_5 R_{\text{Geo Aware}} \quad (7)
\]

Here, \( L_{\text{MSE-Depth}} \) represents the mean squared error (MSE) loss between the predicted and ground truth depth. \( L_{\text{MSE-RGB}} \) denotes the MSE loss between the predicted RGB values and the ground truth RGB. \( L_{\text{Mask}} \) penalizes the model for predicting color and depth values outside the object boundaries. \( R_{\text{Reikonal}} \) ensures the gradient of the signed distance function (SDF) maintains a unit value. \( R_{\text{Geo Aware}} \) applies the Geo-Aware loss as defined in Wonder3D [14].

Additionally, we employ a loss ranking mechanism that assigns varying weights to
different generated views. This approach allows for the incorporation of real-captured images or depth data into the model with higher weights, enabling more accurate reconstruction based on real data as opposed to relying solely on estimates from the diffusion model.

3.2.4 Performance improvement

We further incorporated the model with some performance improvement techniques. For instance, we applied the hash grid encoding from InstantNGP [17] to accelerate the rendering process. We also utilized the numerical gradient and progressive hashing from NeuralAngelo [10] to improve the surface quality of the reconstructed object as well as the efficiency of the model.

3.3 Gaussian Splatting-based reconstruction model

Gaussian Splatting [7], with its explicit representation of the 3D scene and more efficient rasterization process, significantly outperforms the NeRF-based implicit representation in terms of efficiency, thereby enabling real-time rendering. However, this method requires a sparse point cloud for initialization, normally from the SfM (Structure-from-Motion) method, which is not available in our case. Meanwhile, the performance can be severely affected by a point cloud initialized randomly. Moreover, the original Gaussian Splatting CUDA kernel does not support depth calculation. To address these shortcomings, we modified the CUDA kernel and the Python bindings to compute depth, defined as the distance to a Gaussian center where the opacity falls below a specified threshold. However, we still have difficulties with the point cloud initialization, and the integration of the Gaussian Splatting-based reconstruction model remained incomplete at the project’s conclusion. We plan to continue refining this aspect in future work.
4 Experiments

4.1 Data preparation

To train our diffusion model to generate multi-view color and depth images given the single-view color image input, we prepare the training data from the Objaverse dataset [2]. This dataset contains over 800K+ annotated 3D objects with 46,832 objects having LVIS [4] labels. We then used this subset and rendered the objects from a total of 12 views: front, back, right, left, front-right, front-left, back-right, back-left, top, front-right-top, front-left-top, and back-right-top. The camera positions are generated by codes in figure 18.

```python
camera_locations = [
    np.array([0, -radius, 0]), # camera front
    np.array([0, radius, 0]), # camera back
    np.array([radius, 0, 0]), # camera right
    np.array([-radius, 0, 0]), # camera left
    np.array([radius, -radius, 0]) / np.sqrt(2.0), # camera_front_right
    np.array([-radius, -radius, 0]) / np.sqrt(2.0), # camera_front_left
    np.array([radius, radius, 0]) / np.sqrt(2.0), # camera_back_right
    np.array([-radius, radius, 0]) / np.sqrt(2.0), # camera_back_left
    np.array([0, 0, radius]), # camera top
    np.array([radius, -radius, radius]) / np.sqrt(3.0), # camera_front_left_top
    topp.array([-radius, top_radius, radius]) / np.sqrt(3.0), # camera_back_right_top
    np.array([-radius, radius, radius]) / np.sqrt(3.0), # camera_back_left_top
]
```

Figure 18: Using numpy to generate camera positions for 12 views

Before rendering the object, we first normalize it to fit within a unit sphere. We then create a Blender pipeline in Python to render paired color and depth images at a resolution of 512x512 pixels. It should be noted that we applied a mapping node to map the depth values by deducting the distance between the camera and the sphere, thus normalizing the depth from the camera to the unit sphere where the object is placed to a range of [0, 1]. Though we rendered a total of 12 views, in practice, we only leveraged the 8 views parallel to the camera plane for the training process.
4.2 Training of the multi-view diffusion model

4.2.1 Data preprocessing

Even after rendering the images, we must preprocess the data before feeding it into the model. We first resize the images to 256x256 pixels and normalize the pixel values to the range of [0, 1]. Since the original images are in RGBA format, we convert them to RGB by adding random backgrounds in black, white, and gray. We then divide the data into training, validation-train, and validation sets. The validation set contains the first 32 samples from the entire dataset, and the training set contains the remainder. The validation-train set, which includes the first 32 samples from the training dataset before shuffling, is used to monitor the training process and assess how well the model is learning. The random backgrounds are only used in the training set, while the other two sets use white backgrounds only. The mixed ground truth images in the validation train set for stage one training are shown in figure 20.

4.2.2 Two-stage training

When we initially added cross-attention between the color and depth images, the model struggled to converge as in figure 21. It was unable to learn the task and camera embeddings and could not generate images on a corresponding background based on the input. To address this issue, we removed the cross-attention in the first stage and trained the model to generate color and depth images randomly. Specifically, when pro-
Figure 20: The mixed ground truth images in the validation train set for stage one training. The model is only given the color image of the front view and asked to generate the color/depth images of other views randomly.
Figure 21: Slow convergence of diffusion model after 10k iterations on color images

When incorporating cross-attention between color and depth images, the model struggled to converge, showing mixed color backgrounds and random camera positions.
vided with the front color image, we randomly asked the model to generate multi-view color or depth images by changing the task embedding. In the second stage, we reintroduced cross-attention between color and depth images and trained the model to generate multi-view color and depth images given a single-view color image input. Since stage one essentially involves fine-tuning with nearly no new parameters added to the model, it converges much faster than the original setup. Only minimal further fine-tuning is required in stage two to enable the model to consistently generate paired multi-view color and depth images.

4.2.3 Pre-trained weights and hyperparameters

We initialized our model with pre-trained weights from the Stable Diffusion Image Variation[8] and fine-tuned it on our dataset. We employed the AdamW optimizer with a constant learning rate of 1e-4 for stage one and 5e-5 for stage two, with warm-up steps set at 100. Due to VRAM constraints, the batch size was limited to 8; however, we utilized the gradient accumulation technique to accumulate 16 steps, effectively simulating a batch size of 128. The model underwent training for 20,000 update steps in stage one and 5,000 update steps in stage two. The first stage took approximately 4 days on a single NVIDIA A100 40G PCIE GPU, and the second stage took another 2 days. We also discovered that the pre-training weights were crucial, and even without training, the model could generate images that closely resembled the input image as shown in figure 22.
The model generates images that closely resemble the input image even without training.
4.3 Result of the multi-view diffusion model

4.3.1 Qualitative results

The qualitative result of our diffusion model on the validation samples can be found in figure 23. We also include a subsample from Google Scanned Objects [3] which we used in the quantitative analysis below in figure 24.

4.3.2 Quantitative results

In addition to qualitative results, we also quantitatively evaluated the performance of our model on the Google Scanned Object dataset [3]. We randomly selected 30 objects and used the rendering code we used to prepare our dataset to render the objects from 12 views. We then evaluate the performance of our model by comparing the generated images with the ground truth images with Zero-1-to-3 [12], SyncDreamer [13] and Wonder3D [14] by measuring the PSNR (Peak Signal-to-Noise Ratio), SSIM (Structural Similarity Index) and LPIPS (Learned Perceptual Image Patch Similarity) scores. The results are shown in table 1.

<table>
<thead>
<tr>
<th></th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
<th>LPIPS ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-1-to-3[12]</td>
<td>19.27</td>
<td>0.724</td>
<td>0.180</td>
</tr>
<tr>
<td>SyncDreamer[13]</td>
<td>20.10</td>
<td>0.792</td>
<td>0.152</td>
</tr>
<tr>
<td>Wonder3D[14]</td>
<td>26.44</td>
<td>0.935</td>
<td>0.052</td>
</tr>
<tr>
<td>Ours</td>
<td>25.27</td>
<td>0.827</td>
<td>0.077</td>
</tr>
</tbody>
</table>

Table 1: Quantitative results of the diffusion model on Google Scanned Object dataset

4.3.3 Performance

We applied several techniques to speed up the inference speed of our diffusion model, including quantization to half-precision, using XFormers [9] memory-efficient attention, and applying the Latent Consistency Model Multistep Scheduler proposed in Latent Consistency Models [15]. These improvements allowed us to generate multi-view color and depth images in 3 seconds on a single NVIDIA RTX2080 Ti GPU, which is nearly 10 times faster than Wonder3D [14] inference speed on the same hardware setup.
Figure 23: Final result of diffusion model on 16 validation samples
Figure 24: Diffusion model result on subsamples from Google Scanned Objects
4.4 Drawbacks

4.4.1 Sensitive to crop size

We have observed that our model is highly sensitive to the crop size, specifically the ratio of the object occupying the entire image. When the object occupies a large ratio of the entire image, our model tends to produce images like a 2D plane.

The model tends to produce 2D plane-like images when the object occupies a large ratio of the entire image. Taking this basketball as an example, fixed resolution of 256x256, when the crop size is 192x192 (up), the model tends to treat the object as a 2D plane. When the crop size is 144x144 (down), our model could recover its 3D structure.

After investigation, we found that it might be influenced by a lot of plane-like objects in the training data, as they usually occupy a large ratio of the entire image, and after our random rotation, they look like a thin 2D plane on some sides. To address this issue, maybe more data could be fed into the model, or just clean the data to remove the plane-like objects.

4.4.2 Hard to recover text on the object

We also discovered that due to the nature of the diffusion model, the input image is encoded into a latent space as a conditioning. Therefore, small texts on the object can only be recovered by guessing when minimizing the loss during the training process. We’ve
verified that this problem also occurs in other diffusion models, such as SyncDreamer [13] and Wonder3D [14]. This issue is illustrated in figure 26.

Figure 26: Hard to recover text on the object

The model struggles to recover the text on the object, this is only the front view, and the text is not readable in the generated images.

We also investigated this issue on OpenAI’s DALL-E [20] by prompting the model “Generate an [DESC] image with text [TEXT] in the bottom”. The model sometimes could generate the correct image when the text is in English, but it fails and generates random symbols when the text is in other languages. It might simply be because CLIP [19] cannot encode the information of text in the image, and the model could only guess how the text "looked like" based on the loss.

4.5 Result of the reconstruction model

4.5.1 Qualitative results

The qualitative result of our reconstruction model on randomly collected images can be found in figure 27. We noticed that there are holes in the reconstructed models, although it should be a smooth surface and the depth maps do not infer holes. This might be caused by a large weight assigned to the eikonal loss.
Meanwhile, we found that our model has a random behavior when doing the reconstruction. The weights of losses may only work for one object but are hard to generalize to other objects, which means that each object may need a different set of weights for the losses, making the reconstruction process more time-consuming and less efficient. In that case, we didn’t conduct a detailed qualitative analysis right now.

4.5.2 Performance

By default, for each object, we train our reconstruction model for 5,000 steps, which takes approximately 5 minutes on a single RTX2080 Ti. However, due to the weight of losses issue, we need to tune the weights for each object, which may take a long time to find the optimal weights.
5 Future plan

5.1 Feeding more data to improve the diffusion quality

The current diffusion model is trained on a small dataset, each object selected is rendered only once. We may render the same object with different rotation angles multiple times or just feed in more objects from other datasets. This may also help with the issue of crop size sensitivity we’ve mentioned in the experiments.

5.2 Diffusion as depth predictor

We found that our model could generate paired depth images given the single color image. In that case, when only considering the front view, we could directly use our model as a depth predictor. More experiments and analyses may be conducted in the future. Also, we may try to abandon the synthesis for multi-view images, while just focusing on depth estimation. We may train a new model using the same architecture while doing depth estimation for the whole scene.

5.3 3D Gaussian Splatting as the 3D reconstruction module

We’ve already implemented the CUDA kernel of rasterization with depth, as mentioned in the methodology. We may further implement the 3D Gaussian Splatting module and integrate it with the current project.

5.4 Finetuning weights of losses for SDF-based method

We may try to finetune the weights of the losses in the SDF-based method, as mentioned in the experiments. There should be a perfect weight, but it needs more experiments on more objects to find it.

6 Conclusion

In conclusion, this final report outlines the development and result of a framework for 3D reconstruction from sparse image inputs using diffusion models and neural radiance fields. The key objectives are to enable high-quality 3D reconstruction from single
images, allow incremental enhancement with additional views, handle real-world inputs flexibly, and analyze tradeoffs compared to state-of-the-art methods.

The literature review summarizes relevant research on diffusion models, neural radiance fields, 3D Gaussian splatting, and recent works combining these approaches for novel view synthesis and 3D reconstruction.

The proposed methodology combines a multi-view diffusion model that generates paired color and depth images and an SDF-based model for 3D reconstruction. We covered detailed training setup in the experiments section, including data preparation, training process, and evaluation metrics. The results show that our diffusion model can achieve competitive performance on the Google Scanned Object dataset. However, the reconstruction module may not be as good as state-of-the-art methods and still needs improvement.

Future work will focus on feeding more data to improve the diffusion model, using diffusion as a depth predictor, implementing 3D Gaussian splatting as the reconstruction module, and finetuning the weights of losses for the SDF-based method.
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