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I. Abstract

Social media offers organizations valuable insights into user feedback and public sentiment.

Manual social media research can be impractical, and existing approaches to sentiment

analysis have shown vulnerabilities. This project aims to address these challenges by

developing an automated system to perform social media research and conduct aspect-based

sentiment analysis utilizing state-of-the-art LLMs, such as GPT and Gemini. The system

consists of four main procedures: data collection, data pre-processing, data analysis, and

result visualization. At present, the implementation for data collection and the first stage of

data analysis has been completed. The successful implementation of the system will not only

provide organizations with a valuable tool but also contribute to the broader understanding of

LLMs and their capabilities.
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1. Introduction

This section introduces the project. Section 1.1 provides the project's background; section 1.2

explains the project’s motivations; section 1.3 presents related work and justifies the project’s

significance; section 1.4 outlines the project’s objectives; section 1.5 details the project’s

deliverables; section 1.6 provides an overview of the remaining content of the report.

1.1 Background

1.1.1 User Feedback

User feedback is a valuable source of information, helping organizations understand the

needs and preferences of their users. This understanding allows them to identify areas for

improvement and make informed decisions when developing new products. Addressing user

feedback effectively can also make users feel heard and lead to improved customer loyalty.

Traditionally, user feedback is collected through surveys, interviews, and focus groups.

However, these methods come with several disadvantages. First, they rely on limited sample

sizes, resulting in some user segments being underrepresented. Moreover, both designing and

conducting them requires significant time and effort. Additionally, these methods typically

provide predefined questions and lack open-ended discussions, thereby limiting the depth of

the feedback collected.

1.1.2 Social Media

In the current digital era, social media has become an integral part of our lives, providing

platforms for individuals to freely express opinions and engage in discussions. As of 2023, it

is estimated that around 60.5% of the global population are active social media users [1]. The

surge in social media usage has resulted in a substantial volume of user-generated content

across such platforms, making them valuable resources for organizations to gain insight into

user feedback and public sentiment.

The social media landscape is diverse, including various types that suit different content and

communication styles. The main categories encompass social networking sites like Facebook

that promote connections, discussion forums like Reddit where users answer each other’s

questions, and video-sharing platforms like YouTube for sharing videos [1].
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1.1.3 Sentiment Analysis

Sentiment analysis is the process of analyzing emotions from text and classifying them into

positive, neutral, or negative sentiments [2]. It has found broad applications, particularly in

brand monitoring, market research, and the analysis of user feedback.

The analysis can be categorized into different types based on scope and complexity. The

prevalent type is document-level sentiment analysis, which analyzes the sentiment of an

entire text [3]. Another type, known as aspect-based sentiment analysis, identifies specific

aspects within a text and analyzes the sentiment associated with each identified aspect [3].

There are two main approaches to conducting sentiment analysis. The simpler lexicon-based

approach assigns sentiment scores to keywords based on a predefined dictionary [4].

However, this method is prone to inaccuracies, as the same word can convey both positive

and negative meanings depending on the context. The machine learning approach is more

sophisticated, which predicts sentiments using trained models. Nevertheless, this approach

still falls short of fully comprehending human language, especially in areas like irony and

sarcasm [4].

1.1.4 Large Language Models

Large Language Models (LLMs) are machine learning models designed for Natural

Language Processing (NLP) tasks. Leveraging transformer architectures, these models

demonstrate proficiency in understanding and generating human-like language, making them

valuable tools in applications like translation and text generation. Prominent examples of

state-of-the-art LLMs include Bidirectional Encoder Representations from Transformers

(BERT), Generative Pre-trained Transformers (GPT) and Gemini.

Prompt engineering is an essential process in interacting with LLMs. The design and

development of well-optimized prompts can significantly enhance the capabilities of LLMs

and improve the quality of their outputs [5]. The elements of a well-crafted prompt include

clear instructions, relevant context, input data, and an output indicator [5].
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1.2 Project Motivations

1.2.1 Automated Social Media Research

The significant amount of user-generated content on social media presents a valuable

resource for organizations to collect user feedback and perform sentiment analysis. While

manual methods of social media research are available, the vast number of posts and

comments across various platforms makes this approach labor-intensive, time-consuming,

and often impractical. Therefore, this project aims to develop a tool to automate the research

process.

1.2.2 Sentiment Analysis using LLMs

Existing approaches to sentiment analysis have demonstrated vulnerabilities, particularly in

understating human language accurately. Considering that LLMs possess the capability to

comprehend human language, this project aims to explore the use of LLMs as an improved

approach to sentiment analysis.

1.3 Related Work and Significance of Project

Similar studies have been conducted previously. Kheiri and Karimi explored the use of GPT

models for sentiment analysis, and a similar study was conducted by Carneos et al [4, 6].

However, their studies focused on performing document-level sentiment analysis using GPT

models specifically. In contrast, this project seeks to explore the potential of various LLMs in

the context of aspect-based sentiment analysis. Moreover, the studies will be implemented

through a real-world system, which can serve as a valuable tool for organizations to gather

user feedback and understand areas for improvement.

1.4 Objectives

This project aims to develop an automated system that performs social media research and

conducts sentiment analysis using state-of-the-art LLMs. With the above agenda, this project

has the following objectives:

1. Collect relevant textual data from social media based on user-specified keywords.

2. Clean and transform the collected data appropriately for further analysis.

3. Conduct aspect-based sentiment analysis on the preprocessed data using LLMs.

4. Generate reports with appropriate visualizations to present the analysis results.
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1.5 Deliverables

The project aims to deliver a command-line program that achieves the aforementioned

objectives. The program should encompass the following procedures: data collection, data

pre-processing, data analysis, and result visualization.

1.6 Report Outline

The remainder of this report consists of six sections. Section 2 provides an explanation and

justification of the methodology employed in the project; section 3 discusses the work

completed and the results available thus far; section 4 addresses difficulties encountered

along with their respective mitigations; section 5 outlines the schedule for the remaining

work; section 6 summarizes the essential components of the report.
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2. Methodology

This section explains and justifies the approach taken for the project. Section 2.1 describes

the overall design of the system; section 2.2 details the procedures involved in conducting

social media research and sentiment analysis.

2.1 System Design

The system will be implemented as a command-line program rather than a fully-fledged

application. By avoiding the need to design and develop dedicated frontends or backends,

more effort can be directed toward developing the core capabilities for conducting social

media research and sentiment analysis, which is the primary focus of the project.

Additionally, command-line programs offer high flexibility for integration into existing

applications and high extensibility for future developments.

The system will be developed in Python because it offers numerous libraries, such as Pandas,

that align well with the project’s requirements. Moreover, Python is widely recognized as the

language of choice for data analysis and machine learning, with abundant online resources

available for reference.

Figure 1. An overview of the system workflow

The proposed workflow of the system is illustrated in Figure 1. First, users will be prompted

to input keywords of interest. Then, the system will perform social media research by

collecting related data and proceed to conduct sentiment analysis on them. Finally, a report

will be generated to present the findings.
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2.2 Procedures

The system consists of four main procedures for performing social media research and

sentiment analysis: data collection, data pre-processing, data analysis, and result

visualization.

2.2.1 Data Collection

Based on the provided keywords, the system will collect relevant posts and corresponding

comments from various social media platforms. This will be accomplished through the

official Application Programming Interfaces (APIs) whenever accessible, ensuring reliability

and efficiency. If APIs are not available, web scraping techniques will be employed to crawl

and extract relevant data. In either case, the process will strictly adhere to each platform’s

terms of service to ensure legal and ethical practices.

X Reddit YouTube Facebook Instagram

rank [1] 10th 15th 3rd 1st 4th

type discussion forums video-sharing

platform

social networking sites

official

API

yes yes yes yes yes

Table 1. Targeted social media platforms for data collection

Table 1 displays the social media platforms targeted for data collection, including X, Reddit,

YouTube, Facebook, and Instagram. These platforms are selected for several reasons. First,

they are among the most used social media platforms in the world. Second, the selection

encompasses major types of social media. Third, each of them provides official APIs for

accessing their data.

While various types of data, such as images or videos, are available on these platforms, the

system will exclusively collect textual data. This is because the subsequent analysis will

focus solely on text. In addition to the textual content of the post or comment, attributes such
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as the corresponding rating (number of likes minus dislikes) and the date of posting will be

collected, depending on the depth of the subsequent analysis.

Collecting all available data relevant to the provided keywords is impractical. To strike a

balance between computational feasibility and data comprehensiveness, the system will

collect a maximum of 1,000 data instances from each social media platform. Subsequently,

the collected data will be stored in Comma-Separated Values (CSV) files for easy retrieval

and to facilitate later procedures.

2.2.2 Data Pre-processing

The collected data will undergo pre-processing to ensure its suitability for subsequent

analysis. First, regular expressions will be employed to remove noise, such as account tags

and hyperlinks. Next, irrelevant data, such as comments generated by bots, will be filtered

out. The identification of such content requires data classification using machine learning. In

this context, BERT models will be employed for their bidirectional contextual understanding,

thus allowing accurate classification of the collected data into relevant and irrelevant

segments.

2.2.3 Data Analysis

The pre-processed data will undergo analysis using LLMs.This procedure can be divided into

three stages: aspect identification and classification, aspect-based sentiment analysis, and

aspect-based summarization.
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2.2.3.1 Aspect Identification and Classification

Figure 2. An overview of the workflow for aspect identification and classification

Aspects within the pre-processed data will be identified, and the data will be classified into

these identified aspects. Figure 2 illustrates the overall flow for this stage. First, the data is

structured into a suitable prompt and input into an LLM for aspect identification. The result

will then be utilized to structure another prompt, subsequently fed into a separate instance of

the LLM for aspect classification.

Given the limitations on input prompt length for LLMs, the described process will be

executed in batches of 50 data instances. During the aspect identification phase, the identified

aspects will serve as references for subsequent batches, preventing different names for the

same aspect throughout various batches of data.

Various LLMs will be tested and compared to determine the most effective model for the

final implementation. In addition, different prompts will be experimented with to identify the

most effective approach for the tasks mentioned above.

2.2.3.2 Aspect-based Sentiment Analysis

With the data categorized into the identified aspects, the next stage involves classifying them

into positive, neutral, and negative sentiments specific to their respective aspects, and

determining the corresponding sentiment percentages. Studies have suggested approaches
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involving different LLMs, such as the Robustly optimized BERT approach (RoBERTa) and

GPT-based approaches [4]. These approaches vary in accuracy, model sizes, and

computational complexities. Nevertheless, the utilization of different LLMs as well as

prompts will be explored and evaluated to strike a balance between accuracy and efficiency.

2.2.3.3 Aspect-based Summarization

In addition to determining the sentiment percentages, key points will be extracted from the

data to provide a summary for each of the identified aspects. This entails identifying the

frequently occurring words, prevailing opinions, and any advice suggested for improvement.

LLMs will be utilized in this stage for their summarization capabilities. Similar to previous

stages, a rigorous testing and comparison process will be conducted, considering various

LLMs and prompts to ensure optimal performance.

2.2.4 Result Visualization

The system will present the analysis results through appropriate visualizations in the form of

a report. For each identified aspect in the data, the report will incorporate the following

proposed elements:

1. A pie chart showing proportions of positive, neutral, and negative sentiments.

2. A word cloud presenting frequently occurring words.

3. A list of prevailing opinions.

4. A list of suggestions for improvement.

Python libraries such as Matplotlib will be employed for creating visualizations like pie

charts and word clouds. Additional elements such as sentiment fluctuations may be integrated

to provide a more in-depth report, and the preceding procedures will be adjusted accordingly

to generate the desired output.

17



3. Work Completed and Results

This section presents the work completed and the available results of the project. Section 3.1

presents those regarding data collection; section 3.2 presents those regarding data analysis.

3.1 Data Collection

The data collection procedure, as outlined in section 2.2.1, has been implemented for Reddit

and YouTube.

3.1.1 Data Collection from Reddit

A script application was established on Reddit, generating a client ID and client secret

necessary for interacting with the official Reddit API. The Python Reddit API Wrapper

(PRAW) library was utilized to streamline the interaction.

The detailed steps employed for collecting data from Reddit are as follows:

1. Create a CSV file named {provided-keywords}-reddit.csv

2. Search for posts (known as submissions) relevant to the provided keywords

3. For each relevant post, record the textual content and the rating received in the CSV

file

4. For each comment of the post and its corresponding replies, record the textual

contents and the rating received in the CSV file

5. Stop when 1000 data instances have been recorded, or all relevant posts and

comments have been recorded

The API grants read access to all public posts and comments. However, it imposes a rate limit

of 100 queries per minute per client ID [7]. PRAW manages these rate limits by appropriately

spacing out requests to the Reddit API.

3.1.2 Data Collection from YouTube

A project was set up on Google Cloud Console, with the official YouTube API enabled. An

API key was generated to interact with the API. The Google Client Library was utilized to

streamline the interaction.
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The detailed steps employed for collecting data from YouTube are as follows:

1. Create a CSV file named {provided-keywords}-youtube.csv

2. Search for videos relevant to the provided keywords

3. For each relevant video,

i. Record the title and the rating received in the CSV file

ii. Search for its comments

4. For each comment,

i. Record the textual content and the rating received in the CSV file

ii. Search for its replies

5. For each reply, record the textual content and the rating received in the CSV file

6. Stop when 1000 data instances have been recorded, or all relevant videos and

comments have been recorded

The API grants read access to all public videos and comments. However, it imposes a quota

limit of 10,000 units per day [8]. Searching for videos costs 100 units, searching for a video’s

comments costs 1 unit, and searching for a comment’s replies costs 1 unit.

3.1.3 CSV Files

Figure 3. A sample CSV file with data collected from Reddit
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Figure 3 shows an example of a CSV file containing the collected data. It consists of two

columns: text, representing the textual content of the collected posts or comments; rating,

indicating the rating of the corresponding post or comment received.

3.2 Data Analysis

The data analysis procedure has been completed for the aspect identification and

classification stage, as outlined in section 2.2.3.1.

3.2.1 Aspect Identification and Classification

Using the proposed framework, the system was able to first identify aspects within the input

data and then classify the data into these identified aspects. The results were stored in CSV

files.

Figure 4. A sample CSV file with data classified into identified aspects

Figure 4 shows an example of a CSV file, with data collected from the previous procedure

classified into the identified aspects. It consists of an additional column “Topics”, which is a

list of aspects identified from the corresponding post or comment.

3.2.2 Performance Evaluation

To assess the performance of different models used for data analysis, data collected from

Reddit relevant to World of Warships was used for testing. It is a player-versus-player game

that has sparked significant disputes around the concept of "game balance," referring to the

equilibrium of strength between different warships in the game. The aspects (warships under
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discussion) and stance (whether the warship is perceived as too strong or weak) are clearly

defined in discussions found on Reddit. Thus, the dataset allows for a straightforward

quantification and assessment of the model's performance. In each test, 100 data instances

were randomly drawn from the resulting CSV files and evaluated.

In the current implementation, Gemini was chosen as the LLM. The system scored an

accuracy of 0.8649. Most of the inaccuracies originated from the model generating a generic

output. For instance, when a comment mentioned multiple ships in the game, the model

classified the comment under the broad aspect 'warships' instead of each individually

mentioned warship. While these outputs may be considered correct, there is a risk of losing

insights if the classification is too general. For instance, it might miss specific balancing

issues related to frequently mentioned individual warships. Therefore, adjustments to the

prompts could be made to optimize the system’s performance.

The system's performance using facebook/bart-large-mnli, an encoder model designed for

zero-shot classification, was also assessed. The resulting accuracy was 0.3514, significantly

lower than Gemini. This discrepancy can be attributed to the encoder model's strong bias

toward exact wordings, leading to numerous false classifications. Additionally, the model

struggled with capturing some abbreviations, resulting in the omission of many aspects

during classification. While these issues could potentially be addressed through further

fine-tuning of the encoder model, LLMs stand out due to their powerful generalization ability

and proficiency in understanding abbreviations, providing greater flexibility and broader

applications compared to classification encoder models.
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4. Difficulties and Mitigations

This section addresses the encountered difficulties and the corresponding mitigation

strategies. Section 4.1 details those in data collection; section 4.2 details those in data

analysis.

4.1 Data Collection

4.1.1 Data Collection from X, Facebook, and Instagram

As outlined in section 2.2.1, the system is intended to collect relevant posts and comments

from Reddit, YouTube, X, Facebook, and Instagram. While the implementation for the first

two platforms has been completed, some obstacles prevented the implementation for the

remaining platforms.

Figure 5. API plans for accessing X’s data [9]

In the case of X, while the platform provides an official API, it requires a minimum cost of

US$ 100 per month to have read access to its data, as shown in Figure 5. Given the project’s

budget of HK$ 2,000, utilizing the API is not feasible. While web scraping could be an

alternative, it is stated clearly that such a practice is against the platform’s terms of service

[9].
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Figure 6. “Page Public Content Access” permission required to access Meta’s data [10]

For Facebook and Instagram, Meta offers official APIs for both platforms, but access to their

public data requires the “Page Public Content Access” permission, as shown in Figure 6.

Unfortunately, obtaining this permission has proven challenging. Similar to X, web scraping

is prohibited according to their terms of service [10].

Given the constraints posed by the above restrictions, the system has determined to limit data

collection to Reddit and YouTube exclusively.

4.2 Data Analysis

4.2.1 Restricted Access to Online Services

For the implementation of data analysis, LLMs, including GPT and Gemini, were intended to

be utilized and accessed through their respective online services. However, direct access to

both services from Hong Kong was still not officially supported.

To address this issue, a virtual private network (VPN) was employed to establish access to the

services. However, access to paid services of OpenAI like using GPT-4 was still blocked, as

payments using credit cards issued in Hong Kong were declined.
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4.2.2 Instability of Online Services

Figure 7. An internal server error occurred when using Gemini

Throughout the data analysis implementation, the use of GPT and Gemini through their

online services proved to be unstable, experiencing frequent interruptions. Figure 7 shows

one such example, where Gemini’s services faced timeouts during peak usage hours. These

interruptions not only impeded the development process but also raised concerns about the

reliability and stability of the system.

Since these interruptions were unpredictable and unavoidable, a strategy using try blocks was

implemented. When sending queries through the online services, the system would make up

to two retry attempts. If all three attempts failed, the system would skip the current batch of

data for analysis. This approach has proven to improve the system’s reliability.
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5. Project Status and Proposed Schedule

Date Tasks Status

October 2023 Project Research completed

December 2023 Data Collection completed

January 2024 Data Pre-processing in progress

February 2024 Data Analysis -

Aspect Identification and

Classification

completed

Data Analysis -

Aspect-based Sentiment

Analysis

in progress

Data Analysis -

Aspect-based

Summarization

to be completed

March 2024 Result Visualization to be completed

April 2024 System Optimization to be completed

Table 2. Project status and proposed schedule

Table 2 outlines the current project status and presents the proposed schedule for the

remaining tasks. As addressed in section 3, the implementation of data collection as well as

aspect identification and classification has been completed. The remaining tasks include the

implementation of data pre-processing, the remainder of data analysis, and result

visualization. The work on data pre-processing is currently in progress. It is anticipated to

conclude by January 2024. Concurrently, progress is underway for aspect-based sentiment

analysis, and together with aspect-based summarization, they are projected to be completed

by February 2024. Lastly, result visualization is scheduled for completion by March 2024.
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6. Conclusion

This project aims to develop a system to automate the process of social media research and to

perform aspect-based sentiment analysis using state-of-the-art LLMs.

At present, data collection has been implemented for Reddit and YouTube. The aspect

identification and classification stage for data analysis has been completed as well.

Concurrently, ongoing work is progressing on data pre-processing and aspect-based

sentiment analysis, with anticipated completion in the near term.

The successful implementation of the system will not only provide organizations with a

valuable tool to conduct social media research and sentiment analysis but also contribute to

the broader understanding of LLMs and their capabilities.
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